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SUMMARY Evaluation of histological diagnosis requires an index of agreement (to measure repeatability and validity) together with a method of assessing bias. Cohen’s kappa statistic appears to be the most suitable tool for measuring levels of agreement, which if unsatisfactory may be caused by bias. Further study of bias is possible by examining levels of agreement for each diagnostic category or by searching for categories of disagreement in which more observations occur than would be expected by chance alone.

This article gives reasons for choosing the kappa statistic, with examples illustrating its calculation and the investigation of bias.

The intention of this article is to encourage wider use of the kappa statistic as a method for evaluating histological diagnosis which is feasible even under routine conditions and will be useful to those interested in epidemiological or quality control aspects of histopathology. Examples might be a pathologist wishing to assess his consistency in grading large bowel cancer by reviewing a sample of past cases, or wishing to compare his gradings with those of a colleague. Although the method suggested here has been applied before, it seems timely to present an account which emphasises the ease of the basic calculations.

EVALUATION OF DIAGNOSIS

Histological diagnosis is fundamental in the study of many diseases and of tumours in particular, providing a yardstick against which many other tests are evaluated. This does not preclude evaluation of histological diagnosis itself however, and this may be done by examining repeatability, validity and bias.

Repeatability is the level of agreement between replicate measurements. Within-observer repeatability is measured by allowing one observer to examine a specimen on two or more occasions, whilst between-observer repeatability is measured when two or more observers examine the same specimen. If the same observer examines two or more specimens taken from the same subject then differences in diagnosis will reflect both within-observer repeatability and the repeatability of specimen collection (partly sampling error and partly biological variation). Repeatability in this sense is distinct from group repeatability in which the overall proportions of individuals said to be diseased are compared between observers. Group repeatability may be high despite poor agreement on individual cases and so in spite of its uses it need not further concern us.

Validity is the extent to which the measurements reflect the truth. In histopathology this question may be divided into the validation of an individual’s diagnosis against that of an expert and the validation of the concepts on which the expert’s opinion is based. The latter is beyond the scope of this article except to observe that since the classification of tumours for example is based in part on theoretical considerations of histogenesis, partly on histological appearance and partly on likely behaviour validation of these concepts will be performed in different ways: Experimental studies tested the validity of the APUD concept, numerical taxonomy was used to study oral leukoplakia and carcinoma and correlation with survival tested the validity of tumour grading.

Bias is a systematic difference or error in measurement, not accounted for by chance variation. For example an observer might consistently grade carcinomas less severely than a colleague.
Such a process of evaluation is similar to quality control. The concept of quality control as applied to histopathology has been criticised but nevertheless various studies have evaluated both technical and diagnostic aspects of the subject, using methods of varying general applicability and complexity. Whatever method is used it should be simple to interpret, easy to apply to histopathological diagnoses and statistically testable.

**POSSIBLE APPROACHES**

Some examples of studies on repeatability are those of Cocker, Sissons, and Feinstein, which are all based on assigning scores either to disease categories or to the degree to which certain histological features are present. These methods can be criticised because the scores, though discrete, are treated as continuous variables, consequently the results are presented either as a mean score or as a mean difference in score, together with the appropriate standard error or variance. It is difficult to reinterpret such results in terms of disease categories, particularly if the mean difference in scores is a fraction of the difference in score between disease categories and if the scores corresponding to disease categories are separated by unequal intervals (which might be the case if the diseases had very different prognoses). Feinstein's approach is further complicated by allowing for differences in terminology that pathologists use. However these methods do assess repeatability, validity and bias, are statistically testable and do not necessarily require very large numbers of cases.

In contrast the overall proportion or percent agreement is a simple and intuitively obvious measure of repeatability (Table 1). Unfortunately this index can give spuriously high estimates of repeatability: for example if two observers assigned subjects at random to the different categories but in similar proportions (perhaps suggested by knowledge of the actual prevalences of the categories in the sample) then the overall proportion of agreement might be surprisingly high even though determined by chance alone in this instance. Some of the alternative measures proposed to avoid this difficulty cannot be calculated if certain entries in the table are zero, or are restricted to a 2 x 2 table or only measure agreement in the diagnosis of positives.

Since repeatability may be regarded as a special case of association indices of association can be used to measure repeatability provided the direction of association is known. However those based on $\chi^2$ statistics do not indicate direction and the maximum value can vary with the number of categories being examined or may only be achieved when the numbers assigned by each observer to corresponding categories are equal, whilst other statistics such as Yule's Gamma are affected by zero entries too.

A more fundamental objection however to the use of these measures of association and scores is that some underlying ordering of the diagnostic categories is necessary. Unless an unequivocal ordering is possible based for example on epithelial dysplasia the degree of association can be changed by an arbitrary reordering of categories. This potential difficulty is avoided if no ordering is assumed to exist.

In addition, those measures with a probabilistic interpretation, like the overall proportion of agreement, would seem to be the easiest to understand. Cohen's kappa statistic has been shown to unify several of these approaches by allowing for chance expected agreement and it is easy to conceptualise as the proportion of agreement having allowed for that expected by chance (see Figure). It ranges from negative values (indicating disagreement) through 0 (chance agreement) to +1 (perfect agreement) like a correlation coefficient, of which it is a form. From the figure it can be seen that for agreement since $\kappa \leq \text{Pe}$, the widely used measure, proportion of agreement, tends to overestimate repeatability.

**ADVANTAGES AND DISADVANTAGES OF KAPPA**

The kappa statistic has several advantages as a

Table 1  *Observed and expected proportion of agreement*

<table>
<thead>
<tr>
<th>Observer 1</th>
<th>Observer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Category 1</strong></td>
<td><strong>Category 2</strong></td>
</tr>
<tr>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>c</td>
<td>d</td>
</tr>
<tr>
<td>Total</td>
<td>a + c</td>
</tr>
</tbody>
</table>

\[
\text{Observed proportion of agreement} = \frac{a + d}{N}.
\]

\[
\text{Expected proportion of agreement} = \frac{(a + c)(a + b)}{N} + \frac{(b + d)(c + d)}{N}.
\]

\[
\text{Kappa (K)} = \frac{P_0 - P_e}{1 - P_e}.
\]

\[
\text{Standard error of kappa} = \sqrt{\frac{P_0(1 - P_0)}{N(1 - P_e)^2}}.
\]

*Interpretation of kappa (ignoring negative values)*
measure of repeatability: it attempts to correct for chance expected agreement, it is not affected by a few zero cell entries, it indicates both direction and magnitude of agreement, its maximum positive value is not affected by the number of subjects examined nor by unequal marginal totals or by the number of categories. It is easy to calculate and is not restricted to a $2 \times 2$ table.

The main disadvantage of the kappa statistic is the number of cases required. Although the number needed to assume a normal sampling distribution may be as small as $2C^2$, where $C$ is the number of categories, the sample size needed to achieve a particular error rate may be considerably larger (see appendix). Exact probability methods are also available\(^2\) which apply to any sample size but they are more difficult to calculate, do not yield confidence limits and only test the null hypothesis that $\kappa = 0$.

Whilst this is the usual assumption in significance testing, as Cohen\(^6\) has observed it makes little sense to test against zero since one would expect at least better than chance agreement between say two trained pathologists. As a yardstick Landis and Koch\(^9\) have suggested that a value of kappa $\geq +0.75$ should be taken as an arbitrary index of excellent agreement beyond chance expectation, whilst values $\leq +0.40$ should be regarded as poor. Confidence intervals provide an assessment of whether a particular kappa differs significantly from such a predetermined value. A second disadvantage is that the minimum negative value of kappa is not a fixed quantity.\(^20\) In practice this is not a serious defect as when studying agreement only positive values are of primary interest and it may be outweighed by other advantages of kappa which is flexible enough to be used to compare multiple observers diagnoses\(^21\) or, if desired, to take into account the lesser severity of minor disagreements by calculating the weighted form.\(^21\) The weights roughly correspond to Feinstein’s “discrepancy scores”\(^15\) and could be assigned on the lines suggested by Owen and Tighe.\(^27\) This has not been adopted here though because the precise values for weights may be disputed whereas exact concordance of diagnosis is fact.

It appears therefore that the value of kappa is a suitable statistic for evaluating histological diagnosis but despite this only relatively recently has it been applied to histopathology.\(^28\)\textsuperscript{--}\textsuperscript{32} Even in these examples however, the usual approach has still been to test an obtained value of kappa against the null hypothesis value of zero, rather than against some desired standard of agreement.

EXAMPLES OF KAPPA IN PRACTICE

(i) Repeatability

Table 2 shows how kappa may be calculated, in this case indicating only moderate interobserver repeatability in the assessment of elastosis in breast carcinoma. The value $p_e$ is simply the sum of the expected numbers in each diagonal cell (calculated exactly as for a $\chi^2$ test of association) divided by the total number of cases.

Another example may be given for the main diagnostic categories of lung cancer using the results published in Feinstein’s paper\(^15\) from which the average within and pairwise between observer kappa may be calculated by Fleiss’ method.\(^21\) The values which were obtained perhaps not surprisingly show that within observer repeatability was significantly greater than that between observers ($0.01 < p < 0.05$):

average within observer kappa $= +0.81$ 95% confidence limits $+0.68$ to $+0.94$.

(based on two readings of each slide)

### Table 2 Correlation between visual gradings of elastosis in breast carcinoma

<table>
<thead>
<tr>
<th>Grade</th>
<th>Observer 1</th>
<th>Observer 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>10</td>
<td>13</td>
</tr>
<tr>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>6</td>
<td>14</td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>24</td>
</tr>
<tr>
<td>Total</td>
<td>14</td>
<td>80</td>
</tr>
</tbody>
</table>

$\kappa = \frac{10 + 14 + 12}{80} = 0.69$

$\kappa = \frac{[13 \times 14 + 30 \times 26 + 22 \times 24 + 15 \times 16]}{80} = 0.27$

$95\%$ confidence limits $= \kappa \pm 1.96 \times \text{standard error of } \kappa$

$= +0.43$ to $+0.71$


### Table 3 Validation: sensitivity and specificity of a test

<table>
<thead>
<tr>
<th>True or expert diagnosis</th>
<th>Present</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Present</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>Absent</td>
<td>c</td>
<td>d</td>
</tr>
</tbody>
</table>

Sensitivity $= \frac{a}{a + c}$

Specificity $= \frac{d}{b + d}$
average pairwise between observer kappa = +0.47 95% confidence limits +0.29 to +0.64

(ii) Validity

This is usually described in terms of sensitivity and specificity (Table 3). These terms only apply to dichotomous classifications, of which a 2 × 2 table is an example but they are useful because tests for different purposes require different values for sensitivity and specificity and a single index figure would not indicate whether a “good” test had high sensitivity or high specificity. On the other hand for a 3 × 3 table (Table 4) estimates of sensitivity and specificity do not make sense unless one pools different categories (a problem illustrated by Lambourne and Lederer’s study12). It is here that a summary index is useful and exactly as with reapeatability, kappa is preferable to the overall proportion of agreement. Some studies on agreement between observers and an expert or “official” diagnosis such as the one conducted by the Royal College of Pathologists of Australia13 have been flawed because in effect they have only examined sensitivity, without examining the ability of pathologists to agree on negative cases (specificity).

If the kappa statistic is used it may be calculated in the usual way, for example Table 5 in which sputum cytology is validated against histological appearances. Agreement is excellent since the upper confidence limit exceeds +0.75, although since the lower limit falls in the “moderate” range a case could be made that agreement is “moderate to excellent” and that a larger sample would reduce this uncertainty. A word of caution however: these formulae given presuppose that neither of the observers (expert or not) selects the subjects to be representative of the categories. Instead, either a third party should select the subjects or the series should comprise all (or a random sample of all) cases as received by one or both observers, in effect making the assessment “blind” for both.

(iii) Bias

Since bias will tend to cause unequal marginal totals, it is advisable to examine these first. If marginal totals are unequal then the maximum possible amount of agreement must be less than 100% and Cohen20 has indicated how to assess the extent of disagreement as a ratio of observed kappa:maximum possible kappa given the different marginal totals. Even if marginal totals are equal, however, there may still be some bias, detectable by a closer examination of the table.

A simple approach is to tabulate the standardised residual frequencies for each cell of the table, that is:

\[ \sqrt{\frac{\text{expected frequency} - \text{observed frequency}}{\text{expected frequency}}} \]

and to observe which are significantly different from zero in either direction, thus highlighting areas of consistent disagreement, or bias. Following Bishop34 the critical frequency is given by \( \frac{\sqrt{\chi^2}}{C} \) where \( C \) is the number of categories and \( \chi^2 \) is the critical value for a \( C \times C \) table at a given significance level and is determined from a standard table of \( \chi^2 \) values. For Table 6 at the 5% significance level, the critical frequency is 1.03. The agreement cells will all more or less have residuals > +1.03 because kappa differs significantly from zero and is positive. The disagreement cells will either be non-significantly different from zero or will be > ±1.03. Those with significant negative values are also to be expected if agreement is significant but cells with a value > 1.03 would indicate a category of disagreement in which significantly more observations occurred than would.

Table 4  Validation of a test with more than two diagnostic categories

<table>
<thead>
<tr>
<th>Observer’s opinion</th>
<th>Severe</th>
<th>Moderate</th>
<th>Absent</th>
</tr>
</thead>
<tbody>
<tr>
<td>Severe</td>
<td>a</td>
<td>b</td>
<td>c</td>
</tr>
<tr>
<td>Moderate</td>
<td>d</td>
<td>e</td>
<td>f</td>
</tr>
<tr>
<td>Absent</td>
<td>g</td>
<td>h</td>
<td>i</td>
</tr>
</tbody>
</table>

Three separate estimates of both sensitivity and specificity are possible, depending on whether moderate and severe, absent and moderate or absent and severe categories are pooled.

Table 5  Accuracy of sputum cytology

<table>
<thead>
<tr>
<th>Biopsy diagnosis of cell type</th>
<th>Squamous</th>
<th>Small cell</th>
<th>Adeno</th>
<th>Large cell</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sputum cytological diagnosis of cell type</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Squamous</td>
<td>111</td>
<td>1</td>
<td>6</td>
<td>2</td>
<td>120</td>
</tr>
<tr>
<td>Small cell</td>
<td>1</td>
<td>11</td>
<td>0</td>
<td>0</td>
<td>12</td>
</tr>
<tr>
<td>Adeno</td>
<td>0</td>
<td>0</td>
<td>16</td>
<td>1</td>
<td>17</td>
</tr>
<tr>
<td>Large cell</td>
<td>4</td>
<td>0</td>
<td>3</td>
<td>5</td>
<td>12</td>
</tr>
<tr>
<td>Total</td>
<td>116</td>
<td>12</td>
<td>25</td>
<td>8</td>
<td>161</td>
</tr>
</tbody>
</table>

\[ p_0 = 0.89 \quad p_1 = 0.56 \quad \kappa = +0.75 \quad 95\% \text{ confidence limits} +0.64 \text{ to } +0.86. \]
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Table 6  Indices of bias from data in Table 5

(1) Table of residuals

<table>
<thead>
<tr>
<th>Biopsy diagnosis of cell type</th>
<th>Squamous</th>
<th>Small cell</th>
<th>Adeno</th>
<th>Large cell</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squamous diagnosis</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of cell type</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sputum</td>
<td>Squamous</td>
<td>-2.6</td>
<td>-2.64</td>
<td>-2.93</td>
</tr>
<tr>
<td>Small cell</td>
<td></td>
<td>-2.59</td>
<td>(+10.7)</td>
<td>-1.36</td>
</tr>
<tr>
<td>Adeno</td>
<td></td>
<td>-3.5</td>
<td>(-1.12)</td>
<td>+8.22</td>
</tr>
<tr>
<td>Large cell</td>
<td></td>
<td>-1.58</td>
<td>(-0.94)</td>
<td>(+8.83)</td>
</tr>
</tbody>
</table>

No residual in a disagreement cell is > +1.03 and so no serious problem seems to exist. Those residuals in brackets are derived from cells with an expected frequency < 5 and are therefore unreliable.

(2) Kappa, \( p_s \) and \( p_h \) statistics for diagnostic categories

<table>
<thead>
<tr>
<th>Category</th>
<th>Kappa</th>
<th>( p_s ) (systematic error)</th>
<th>( p_h ) (haphazard error)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Squamous</td>
<td>0.78</td>
<td>0.025</td>
<td>0.062</td>
</tr>
<tr>
<td>Small cell</td>
<td>0.91</td>
<td>0.000</td>
<td>0.012</td>
</tr>
<tr>
<td>Adeno</td>
<td>0.73</td>
<td>0.050</td>
<td>0.012</td>
</tr>
<tr>
<td>Large cell</td>
<td>0.47</td>
<td>0.025</td>
<td>0.037</td>
</tr>
<tr>
<td>Overall</td>
<td>0.75</td>
<td>0.049</td>
<td>0.062</td>
</tr>
</tbody>
</table>

Kappa values should ideally be high, whilst \( p_s \) and \( p_h \) statistics which measure error should be low. Unfortunately as yet no general standard exists by which to evaluate \( p_s \) and \( p_h \) statistics.

be expected by chance alone. This method does have some limitations however: since the critical frequency is the square root of \( \chi^2 \) for an individual cell it would be prudent to apply it only to those cells with an expected frequency of 5 or more and also the method is rather insensitive.

A second approach is that of Fleiss\(^{31}\) in which the extent of agreement is calculated for each diagnostic category. This is done by collapsing the data for each agreement cell into a separate fourfold table from which a kappa statistic may be found. For Table 5 this means the dichotomous distinctions: squamous carcinoma \( v \) all others, small cell carcinoma \( v \) all others, adenocarcinoma \( v \) all others and large cell carcinoma \( v \) all others. The results are then tabulated as a list of diagnostic categories with corresponding levels of agreement. Those categories for which agreement is poor would require further study.

Yet another technique which can usefully be combined with estimation of overall agreement, is to distinguish systematic and haphazard components of poor agreement by means of \( p_s \) and \( p_h \) statistics;\(^{21}\) but there is no reason why they should not be applied like kappa to separate diagnostic categories as well.

A third approach is that suggested by Holman\(^{39}\) who has advocated (i) the calculation of conditional probability levels for each cell (that is, the probability that pathologist B will make a given diagnosis, supposing that pathologist A has made the same diagnosis) and (ii) calculation of kappa values for each cell. Under these circumstances of course many of the kappa values occur in disagreement cells and so these values are interpreted as the degree of association between pathologist A's diagnosis and pathologist B's different diagnosis. An alternative method would be to extend Fleiss' approach by further collapsing the original table into separate dichotomous distinctions such as (for Table 5) "squamous carcinoma by observer 1 but adenocarcinoma by observer 2" \( v \) "all other categories". The result by either method is a matrix of kappa values, some positive and some negative. Exactly as with residuals, the high positive values should lie in the agreement cells whilst the disagreement cells should show strongly negative values or at most be only weakly positive. A disadvantage of Holman's method is that it assumes the marginal totals are equal. Extending Fleiss' technique does allow for unequal marginal totals but seems to offer little over calculation of residuals for each cell.

The results from these approaches are tabulated in Tables 6 and 7. Whatever method is chosen to evaluate bias, the real value lies not just in its detection.
tion but in discussing possible reasons. For example, poor agreement on a particular diagnostic category may indicate a problem of differential diagnosis. In Table 6(2), the relatively poor agreement on large cell carcinoma may be because it is difficult to distinguish from adenocarcinoma, for the residuals in the adenocarcinoma/large cell carcinoma disagreement cells are positive, although not significantly so. On the other hand if all other types of carcinoma were easily confused with adenocarcinoma then no particular disagreement cells might be prominent. In addition, if indices of bias for corresponding cells are unequal, this might be the result of new knowledge acquired between the two occasions or as in Table 5 by the availability of extra information in the biopsy: Compare the residual in the cell “spumum diagnosis of adenocarcinoma/biopsy diagnosis of squamous carcinoma” with that in “biopsy diagnosis of adenocarcinoma/spumum diagnosis of squamous carcinoma” (Table 6).

Once repeatability and validity have been measured it may be necessary to improve them since a classification showing poor agreement, for example Hartveit’s Tumour grading system is surely hard to justify. More objective methods such as morphometry and immunohistochemistry may help but unsuspected pitfalls may exist even in the simplest of techniques as Ellis pointed out, whilst lack of standardisation of immunological reagents and procedures may account for varying reports of CEA negativity in malignant mesotheliomas.

In conclusion, epidemiological surveys, laboratory quality control and clinical work all require some measure of repeatability and validity. This applies to histopathology perhaps more than to other specialties for there is a danger that histological diagnosis, often regarded as definitive by the non-specialist, may be seen as somehow beyond question, and this is plainly not so.

The variety of methods used for assessment of histological diagnosis and their unsystematic application do suggest some uncertainty as to the best approach, however. The kappa statistic is a tool which is applicable to all forms of histological diagnosis and which, because of its simplicity, can provide a uniform criterion of repeatability from which all may benefit.

The data in Tables 2 and 5 together with the data used to illustrate within and between observer variability appear with the permission of the authors and the editors of the Journal of Clinical Pathology and the American Review of Respiratory Disease.

Appendix

Estimating sample size

Sample size can be roughly estimated using the formula:

\[ N = \left( \frac{Z_\alpha}{\kappa_L (1-f)} \right)^2 \times \left( \frac{\kappa_L + f}{c-1} \right) \times \left( f - \kappa_L \right) \]

where

- \( \kappa_L \) is the minimum value of kappa we wish to detect at a given significance level (this need only be one-tailed).
- \( Z_\alpha \) is the standard normal deviate for the desired significance level.
- \( f \) is the fraction of the true value of kappa, which \( \kappa_L \) is specified to be.
- \( c \) is the number of diagnostic categories being used.

Thus if there are three categories, \( f = 0.9 \), \( \kappa_L = 0.75 \) and \( Z_\alpha = 1.64 \) (representing a 5% significance level with one tail)

\[ N \approx \left( \frac{1.64}{0.75(1-0.9)} \right)^2 \times \left( \frac{0.75 + 0.9}{2} \right) \times \left( 0.9 - 0.75 \right) \]

\[ N \approx 86 \]
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